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With taking into consideration the following: (1): srcip (2): sport (3): dstip (4): dport (6): state (10): sttl
(11): dttl (14): service (26): res_bdy_len 2.5 Functional requirements 2.5.1 Data collection The
UNSWNB15 dataset is used to train the algorithm. It has 49 features divided into six categories,
including flow, time, content, and others. The output was divided into binary values as "0" and "1" for
attack and normal data. The output was divided into 9 different categories of contemporary and frequent
attacks such as Dos, fuzzers, backdoors, dormitories, etc. Feature selection is the process of reducing
the number of input variables when developing a predictive model, or, in other words, it is the process
where you automatically identify those features in your data that contribute more to the prediction
variable or output you care about. After the data is collected, we need to choose the features which has
the highest correlation with the output In some circumstances, reducing the number of input variables
can increase the performance of the model and decrease the cost of computation for modelling. Many
models, especially linear ones like logistics and linear regression, might become less accurate when you
have irrelevant variables in your data. Performing feature selection prior to modelling your data has three
benefits: 1. Less frequent data means less opportunities for decisions to be based on noise, which
reduces overfitting. 2. Increases accuracy: More accurate modelling is made possible by less misleading
data. 3. Shortens training time: Algorithms train more quickly with less data. As we will see in the
correlation section, we choose which features to be removed by determining whether they are unrelated
to our output. However, for the time being and based on our initial analysis of the data, we can see that
two features can be dropped, namely: 1. ID 2. Attack_cat Because our model is based on binary
classification and the first one is an index rather than a descriptive feature, utilizing it will result in 100%
accurate predictions but will not produce a generalizable model. Additionally, and for upcoming feature
selection work, we can delete any characteristics that have a correlation between virtually zero and the
output (in our case, "label") by analysing the connection between input features and the output (other
than the ID and attack cat) For more detailed correlation views, we can check every feature and its
correlation to other features by values from rages [-1,1], when the value is becomes much higher up to
1 → the correlation is high and the opposite is true. 2.5.3 Data Preprocessing Row data must be
transformed into the proper format for deep learning models as part of pre-processing. In terms of data
pre-processing, categorical features will be translated into numerical form using data encoding method,
and the data will be normalized. From our data, we can see that some integer features have a range of
value (let’s assume it as X), and other integers features have a range of value of 10X. dur feature has a
max value of 59, spkts feature has a max value of 10646 … etc (This means big difference in distribution
ranges). This means that when we want to train our model, the high distribution features will eliminate
the small one and that is completely wrong because the small ones can have useful information which
will help our model to be trained successfully. Therefore, we need to apply normalization, the extreme
values should be pruned to reduce the skewness of some distributions. The logic applied here is that
features with a maximum value of more than ten times the average value is trimmed to 95 percent. If the
95 percentage is close to the maximum, the tail contains more interesting information than we want to
get rid of. The clamping is also applied to features up to a maximum of more than 10 times the average.
This prevents the trimming of bi-media distributions and excessively small value. 2.5.4 Data Splitting
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When data is divided into two or more subgroups, this is known as data splitting. A two-part split often
involves testing or evaluating the data in one part and training the model in the other. Data splitting is
frequently used in deep learning to prevent overfitting. In that situation, a deep learning model fits its
training data too well and is unable to consistently fit new data. The dataset will be split into training and
testing data after pre-processing. The subset of the data used to train the model is known as training
data. In order to improve any of its parameters, the model must observe and learn from the training set.
The data that is examined in the final model and contrasted with the earlier data sets is referred to as
test data. The testing set serves as an assessment of the chosen algorithm and mode. The dataset was
divided into 20% for validation and 80% for training. It took 200 epochs to complete the training phase.
2.5.5 Model Training A training dataset is a starting set of data that teaches DL models how to recognize
specific patterns or carry out a specific task. Data will be separated into training and testing data after
pre-processing. Applying the deep learning model to the training data will provide a trained model that
will enable us to arrive at the desired result (output). The training process is as follows: • Data is fed to
the LSTM neural network to give us labelled data. • Productive labelled data is compared with the
original output labelled data. • If not match, an error fed our neural network with a feedback called
backpropagation in order to enhance the model’s output in the next epoch. 2.6 Compared and evaluated
method It isn't easy to compare our proposed method to all available Machine Learning techniques. We
will only compare it to the most effective and well-liked ones, such as Logistic Regression, KNN, and
Decision Tree. 3.1 Introduction In this chapter, we will discuss the obtained results from our LSTM deep
learning model which task is to classify the packets based on binary classification to normal packets and
attack packets (malware packets sent to the victim machine or attempt to gain unauthorized access to a
computer) using the UNSWNB15 dataset, we will evaluate the model and check the accuracy and
performance metrics, compare it to most common ML algorithms, visualize the results and summarize
the work with a future action plan. 3.2 Work environment The GPU from the Google Colab was used.
Two Intel(R) Xeon(R) CPU cores running at 2.20 GHz, 10 GB of RAM, and 72 GB of hard drive space
made up the specifications. Tensorflow was version 2.8.0, and Python was version 3.8. 3.3
Implementation and evaluation metrics Model evaluation is the process of using various evaluation
measures to understand the performance and strengths and weaknesses of a machine and deep
learning model. It is critical to evaluate a model's effectiveness during the early stages of research.
Model evaluation can also help with model monitoring. To evaluate the deep learning model's accuracy,
we will compare the trained model with the test data. In order to determine algorithm performance,
evaluation metrics will be examined. Popular metrics for DL models, such as MSE (Mean Squared
Error), RMSE (Root Mean Squared Error), and MAE (Mean Absolute Error) were used in this instance. •
The Mean absolute error is the average of the absolute difference between the dataset's actual and
predicted values. It computes the average of the residuals in the dataset. • The mean squared error is
defined as the mean of the squared difference between the original and forecasted values of a data set.
It computes the variance of the residuals. • Root Mean Squared Error is the square root of Mean
Squared Error. It computes the standard deviation of the residuals. 3.4 performance indicators The
effectiveness of a given model cannot be determined by a single metric. As a result, we evaluated the
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models using a variety of metrics: Accuracy: The accuracy of the model is a measure of its overall
performance. It is useful when all of the categories are equally important. It is calculated by dividing the
number of correct forecasts by the total number of predictions. Precision: Precision is calculated as the
proportion of correctly diagnosed positive samples to all positive samples (either correctly or incorrectly).
Precision is a metric that expresses how accurately the model classified the sample as positive. 
Precision decreases and the denominator grows when the model assigns many false positives or few
true positives. However, the precision is high when: • The model consistently assigns many positive
classifications (maximize True Positive). • Less incorrect Positive classifications are made by the model
(minimize False Positive). Recall: The recall is determined by dividing the total number of positive
samples by the proportion of positive samples that were accurately identified as positive. The recall
gauges how well the model can identify positive samples. More positive samples are found the higher
the recall.  F1 Score: The F1 Score is the harmonic average of recall and precision. Range of the F1
Score is [0, 1]. It informs you of the strength of your classification as well as how accurate it is (the
number of cases it correctly categorizes) (not missing a large number of cases). Since Precision and
Recall are average in the F1 score, Precision and Recall are given equal weight in the F1 score: If both
Precision and Recall are high, a model will receive a high F1 score. If both Precision and Recall are low,
a model will receive a low F1 score. If one of Precision and Recall is low and the other is high, a model
will receive a medium F1 score. Confusion Matrix: A Confusion matrix is a N X N matrix used to assess
the effectiveness of a classification model, where N is the total number of target classes. The matrix
contrasts the actual target values with those predicted by the model. High TP and TN rates and low FP
and FN rates are indicators of a strong model. Confusion matrices are frequently used because they
provide a more accurate picture of a model's performance than classification accuracy provide. For
example, there is no information on the number of cases that were incorrectly identified in the
classification accuracy. False positive rate: percent of negative cases in the data that were mistakenly
classified as positive cases True positive rate: proportion of correct predictions in predictions of positive
class.  Where: • True Positive (TP): The proportion of attack samples that were correctly foreseen. •
False Positive (FP): The quantity of attack samples that were incorrectly expected to occur. • True
Negative (TN): Quantity of normal samples that were accurately predicted. • False Negative (FN):
Number of mistakenly predicted normal samples 3.5 Experimental results A deep learning model is used
in the proposed study to enhance the intrusion detection system. In this instance, the UNSW NB15
dataset's IDS accuracy is determined using an LSTM deep learning model. The suggested work is
carried out in Python 3.8 using the Keras, TensorFlow, Matplotlib, and other required files libraries. Here,
we use LSTM and evaluation metrics to calculate the algorithm performance and obtain an algorithm
accuracy of 96.70%. The outcome demonstrates that the LSTM algorithm is effective for intrusion
detection. The LSTM structure can be seen in Figure 2. Figure 3 displays the model's accuracy utilizing
training and validation data with a 200-epoch LSTM method. The model loss accuracy of the training
and validation sets using the LSTM algorithm with 200 epochs is shown in Figure 4. The performance
indicators to assess the robustness of our model are shown in Figure 5. Now, we will compare our
suggested model with logistic Regression, KNN and Decision tree. Table 6 displays the model accuracy
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of training and validation data using the Logistic Regression algorithm. Table 7 and Table 8 display the
model accuracy of training and validation data using the KNN algorithm and the Decision tree algorithm,
respectively. The efficiency of each model (chosen and comparative models) is finally summarized in
Table 9 by displaying accuracy along with performance indicators and evaluation metrics. Our model
performance is the best model among other models in all evaluation metrics. • Regarding the evaluation
metrics (MSE, MAE, RMSE), we can notice that our proposed model achieved the least error values
among all other models. Finally, we have to compare our proposed model with models from previous
studies which all in common by using the UNSWNB15 dataset with a binary classification type.
Conclusion and future work The study presented an effective deep learning-based network attack
detection approach. Furthermore, the UNSW NB15 network intrusion public Dataset was used as a
classifier, and the classification procedure was carried out using the LSTM algorithm which gives us an
accuracy of 96.70%. On the same data and criteria, we compared our model to others. From the results,
we can see that our LSTM model is more efficient than the other ML algorithms which means that using
DL for UNSWNB15 dataset is better than ML to build the IDS system for smart cities and IoT devices.
Our results can be applied to detect cyberattacks in smart city systems and IoT devices due to the
efficient and robustness we achieved. For future research, we will first apply more LSTM variations and
evaluate the effectiveness of complex LSTMs with dimensional reduction methods before applying the
model to the actual and integrated network capture module to create the online intrusion detection
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